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#### Abstract

Because of their low mass, electrons can transfer rapidly over long ( $>15 \AA$ ) distances, but usually reaction rates decrease with increasing donor-acceptor distance. We report here on electron transfer rate maxima at donor-acceptor separations of $30.6 \AA$, observed for thermal electron transfer between an anthraquinone radical anion and a triarylamine radical cation in three homologous series of rigid-rod-like donor-photosensitizer-acceptor triads with $p$-xylene bridges. Our experimental observations can be explained by a weak distance dependence of electronic donor-acceptor  coupling combined with a strong increase of the (outersphere) reorganization energy with increasing distance, as predicted by electron transfer theory more than 30 years ago. The observed effect has important consequences for light-to-chemical energy conversion.


## INTRODUCTION

The distance dependence of electron transfer rates has been investigated rather thoroughly over the past few decades, ${ }^{1}$ yet there are still important discoveries to be made as it turns out. Much attention has been devoted to tunneling and hopping mechanisms in proteins or DNA ${ }^{1 \mathrm{n}, 0,2}$ and to the development of artificial molecular wires that mediate long-range electron transfer with shallow distance dependences. ${ }^{1 k, 3}$ Experimental insights have fostered advances in theoretical understanding and vice versa. ${ }^{4}$ Commonly, electron transfer rates decrease with increasing distance between a donor and an acceptor, ${ }^{5}$ but theory predicts a regime in which the rate for electron transfer increases with increasing donor-acceptor separation. ${ }^{6}$ We recently communicated a series of three rigid-rod-like donor-photosensitizer-acceptor triads in which we observed this unusual effect. ${ }^{7}$ In this paper we give a more detailed account for which we have extended our studies to three different series of triads.

In the semiclassical limit, electron transfer rates $\left(k_{\mathrm{ET}}\right)$ are governed by three parameters (eq 1): ${ }^{8}$ (i) the electronic coupling between the donor and the acceptor, $H_{\mathrm{DA}}$; (ii) the reaction free energy ( $\Delta G_{\mathrm{ET}}^{0}$ ); and (iii) the reorganization energy accompanying electron transfer, $\lambda$.

$$
\begin{equation*}
k_{\mathrm{ET}}=\sqrt{\frac{\pi}{\hbar^{2} \lambda k_{\mathrm{B}} T}} H_{\mathrm{DA}}^{2} \exp \left(-\frac{\left(\lambda+\Delta G_{E T}^{0}\right)^{2}}{4 \lambda k_{\mathrm{B}} T}\right) \tag{1}
\end{equation*}
$$

The last term of eq 1 is often called the "nuclear factor", ${ }^{9}$ and it is responsible for the well-known "inverted driving-force effect" which causes $k_{\mathrm{ET}}$ to decrease when $-\Delta G_{\mathrm{ET}}^{0}>\lambda .{ }^{10}$ Distance dependence studies of $k_{\mathrm{ET}}$ often focus on $H_{\mathrm{DA}}$ because the superexchange mediated donor-acceptor coupling is obviously strongly dependent on distance. ${ }^{5 a, d, 11}$ However, the reorganization energy, or more precisely its outer-sphere (solvent)
contribution $\left(\lambda_{0}\right)$, can exhibit non-negligible distance dependence as well. ${ }^{12}$ It was noted more than 30 years ago that under certain conditions the distance dependences of $H_{D A}$ and $\lambda_{\mathrm{o}}$ can counteract each other in such a way that there will be maxima of $k_{\mathrm{ET}}$ at large donor-acceptor distances $\left(r_{\mathrm{DA}}\right) \cdot{ }^{6}$ However, this remained a theoretical prediction until recently. ${ }^{7}$

This prediction was based on the following simple logic. According to eq $1, k_{\mathrm{ET}}$ exhibits a Gaussian free energy dependence, resulting in so-called Marcus parabola when plotting $\ln \left(k_{\mathrm{ET}}\right)$ versus $-\Delta G_{\mathrm{ET}}^{0}$ (Figure 1). $H_{\mathrm{DA}}$ usually decreases exponentially with increasing $r_{\mathrm{DA}}{ }^{\text {5a }}$ and since $k_{\mathrm{ET}} \propto$ $H_{\mathrm{DA}}{ }^{2}$ (eq 1), the parabolas in Figure 1 shift downward with increasing $r_{\mathrm{DA}}$. Furthermore, as $r_{\mathrm{DA}}$ increases, $\lambda_{\mathrm{o}}$ increases, ${ }^{8,12,13}$ shifting the parabolas in Figure 1 to the right because maximal $k_{\mathrm{ET}}$ is reached when $-\Delta G_{\mathrm{ET}}^{0}=\lambda$. The net outcome is a shift of the parabolas to the bottom right corner. ${ }^{14}$ From Figure 1 it becomes obvious that there are regimes (for example, at the dotted vertical line) in which $k_{\mathrm{ET}}$ increases with increasing $r_{\mathrm{DA}}$ to reach a maximum at a given distance, and then it decreases at even greater $r_{\mathrm{DA}}$. Earlier studies have demonstrated that the downward right shift of Marcus parabola can lead to weaker distance dependences for strongly exergonic charge-recombination reactions than for less exergonic charge-separation processes, ${ }^{14}$ but to our knowledge there had been no experimental observations of clear-cut electron transfer rate maxima as a function of $r_{D A}$ prior to our recent communication. ${ }^{7}$ The effect had, however, been invoked as a possible explanation for the difficulties encountered when attempting to observe the inverted driving-force effect in early studies of bimolecular electron transfer. ${ }^{15}$
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Figure 1. Plot of $\ln \left(k_{\mathrm{ET}}\right)$ vs $-\Delta G_{\mathrm{ET}}^{0}$ showing so-called Marcus parabola. The effect of increasing donor-acceptor distance ( $r_{\mathrm{DA}}$ ) on these parabola is illustrated. The dotted vertical line marks a driving force for which $k_{\mathrm{ET}}$ exhibits a maximum at intermediate $r_{\mathrm{DA}}$.

In this paper we report on the distance dependence of $k_{\mathrm{ET}}$ for intramolecular electron transfer from photogenerated anthraquinone radical anions ( $\mathrm{AQ}^{-}$) to triarylamine radical cations $\left(T A A^{+}\right)$in the three series of triads shown in Scheme 1.

Scheme 1. Molecular Structures of the Three Triad Series and a Reference Compound Investigated in This Work ${ }^{a}$


$$
\text { la: } R_{1}=\mathrm{OCH}_{3}, \mathrm{R}_{2}=\mathrm{H}, \mathrm{n}=1 \quad \text { lb: } \mathrm{R}_{1}=\mathrm{CH}_{3}, \mathrm{R}_{2}=\mathrm{H}, \mathrm{n}=1 \quad \text { lc: } \mathrm{R}_{1}=\mathrm{R}_{2}=\mathrm{OCH}_{3}, \mathrm{n}=1
$$ Ila: $R_{1}=O \mathrm{OCH}_{3}, R_{2}=\mathrm{H}, \mathrm{n}=2 \quad \mathrm{llb}: \mathrm{R}_{1}=\mathrm{CH}_{3}, \mathrm{R}_{2}=\mathrm{H}, \mathrm{n}=2 \quad$ Ilc: $\mathrm{R}_{1}=\mathrm{R}_{2}=\mathrm{OCH}_{3}, \mathrm{n}=2$ IIIa: $R_{1}=O O_{3}, R_{2}=H, n=3 \quad$ IIIb: $R_{1}=C H_{3}, R_{2}=H, n=3 \quad$ IIIc: $R_{1}=R_{2}=O C H_{3}, n=3$


ref
${ }^{a}$ Center-to-center donor-acceptor distances $\left(r_{\mathrm{DA}}\right)$ are $22.0 \AA$ for $n=$ 1, $30.6 \AA$ for $n=2$, and $39.2 \AA$ for $n=3$ according to molecular modeling.

Selective photoexcitation of the central $\mathrm{Ru}(\mathrm{bpy})_{3}{ }^{2+}$ photosensitizer unit (bpy $=2,2^{\prime}$-bipyridine) induced a sequence of intramolecular electron transfer events which resulted in the $\mathrm{AQ}^{-} / \mathrm{TAA}^{+}$radical ion pair in all nine cases. For the ensuing charge-recombination event we observed a rate maximum at large $r_{\mathrm{DA}}(\sim 30.6 \AA)$ in all three triad series. Specifically, $k_{\mathrm{ET}}$ is larger by factors of $6-10$ for the triads with $n=2$ than for the triads with $n=1$ ( $n$ is the number of $p$-xylene spacers on each side of the central bpy ligand). This observation can be rationalized on the basis of the effect outlined above. Our prior communication reported exclusively on triads Ia-IIIa which all bear anisylamine donor groups. By using tolylamine ( $\mathbf{I b} \mathbf{- I I I b}$ ) and veratrylamine (Ic-IIIc) donor groups, we were able to
explore the influence of $-\Delta G_{\mathrm{ET}}^{0}$ and $\lambda$ on the distance dependence of $k_{\mathrm{ET}}$. This is important because in the model illustrated by Figure 1 (based on eq 1), the effect of a rate increase with increasing $r_{\mathrm{DA}}$ should depend on the ratio of $-\Delta G_{\mathrm{ET}}^{0}$ and $\lambda$.

## RESULTS AND DISCUSSION

Synthesis. The functionalized ligands of the nine triads from Scheme 1 were synthesized using Pd-catalyzed C-C and $\mathrm{N}-\mathrm{C}$ coupling reactions as described in detail in the Supporting Information. The final triads were characterized by ${ }^{1} \mathrm{H}$ NMR spectroscopy, high-resolution electrospray ionization mass spectrometry, and elemental analysis.

Optical Absorption Properties. UV-vis spectra of the nine triads were recorded in 1:1 (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ at $20^{\circ} \mathrm{C}$; the results are shown in Figure 2. In each case, a ${ }^{1}$ MLCT


Figure 2. UV-vis spectra of (a) Ia-IIIa, (b) Ib-IIIb, and (c) Ic-IIIc in 1:1 (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ at $20^{\circ} \mathrm{C}$. The color code is as in Scheme 1. Red: shortest member of the series; blue: intermediate member of the series; green: longest member of the series.
absorption band centered around 450 nm and bpy-localized $\pi-\pi^{*}$ absorptions around 290 nm are the most prominent features. AQ and TAA related absorptions manifest between 300 and 380 nm , as the comparison with the spectrum of $\mathrm{Ru}(\mathrm{bpy}){ }_{3}{ }^{2+}$ (black dotted trace in Figure 2a) shows. The distance dependences of the UV-vis spectra in Figure 2 are less pronounced than what has been previously observed for $p$ phenylene oligomer structures, ${ }^{3 \mathrm{~g}, 1,16}$ presumably because the equilibrium torsion angle between adjacent $p$-xylene units is significantly larger than between neighboring $p$-phenylene moieties. ${ }^{17}$

Electrochemical Properties. Cyclic voltammetry was performed in 1:1 (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ and in neat $\mathrm{CH}_{3} \mathrm{CN}$ in order to estimate reaction free energies for electron transfer. The electrochemical potentials for anthraquinone reduction and triarylamine radical cation oxidation are reported in Table 1 ; the actual voltammograms are in the Supporting Information (Figures S1 and S2). The Weller equation was employed for obtaining the $-\Delta G_{\mathrm{ET}}^{0}$ values in the last two columns of Table 1. ${ }^{18}$ The main trends are as follows: (i) In all nine triads,

Table 1. Redox Potentials (in volts vs SCE) for the Terminal Donor and Acceptor Components of the Three Compound Series in 1:1 (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ and in Neat $\mathrm{CH}_{3} \mathrm{CN}$; (Negative) Reaction Free Energies ( $-\Delta G_{\mathrm{ET}}^{0}$ ) Associated with Thermal Electron Transfer from $\mathrm{AQ}^{-}$to $\mathrm{TAA}^{+}$Based on These Potentials, Estimated Using the Weller Equation (Using $r_{\mathrm{DA}}$ Values as Defined in the Caption of Scheme 1$)^{18}$

|  | $E^{0}\left(\mathrm{TAA}^{+} / \mathrm{TAA}\right)$ |  | $E^{0}\left(\mathrm{AQ} / \mathrm{AQ}^{-}\right)$ |  | $-\Delta G_{\mathrm{ET}}^{0}[\mathrm{eV}]^{a}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ | $\mathrm{CH}_{3} \mathrm{CN}$ | $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ | $\mathrm{CH}_{3} \mathrm{CN}$ | $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ | $\mathrm{CH}_{3} \mathrm{CN}$ |
| Ia | 0.63 | 0.79 | -0.70 | -0.82 | $1.33 \pm 0.05$ | $1.62 \pm 0.05$ |
| IIa | 0.59 | 0.73 | -0.70 | -0.87 | $1.29 \pm 0.05$ | $1.61 \pm 0.05$ |
| IIIa | 0.58 | 0.72 | -0.65 | -0.89 | $1.23 \pm 0.05$ | $1.62 \pm 0.05$ |
| Ib | 0.80 | 0.97 | -0.70 | -0.86 | $1.51 \pm 0.05$ | $1.84 \pm 0.05$ |
| IIb | 0.76 | 0.94 | -0.69 | -0.87 | $1.46 \pm 0.05$ | $1.82 \pm 0.05$ |
| IIIb | 0.75 | 0.94 | -0.65 | -0.83 | $1.41 \pm 0.05$ | $1.78 \pm 0.05$ |
| Ic | 0.59 | 0.74 | -0.70 | -0.85 | $1.30 \pm 0.05$ | $1.60 \pm 0.05$ |
| IIc | 0.55 | 0.67 | -0.70 | -0.85 | $1.26 \pm 0.05$ | $1.53 \pm 0.05$ |
| IIIc | 0.54 | 0.66 | -0.68 | -0.85 | $1.23 \pm 0.05$ | $1.52 \pm 0.05$ |

${ }^{a}$ Error bars reflect experimental uncertainties in potential determination.
oxidation of TAA and reduction of AQ occurs more readily in 1:1 (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ than in neat $\mathrm{CH}_{3} \mathrm{CN}$, leading to significantly lower driving force for electron transfer from $\mathrm{AQ}^{-}$ to $\mathrm{TAA}^{+}$in the solvent mixture; (ii) electrochemical potentials for oxidation of TAA to $\mathrm{TAA}^{+}\left(E^{0}\left(\mathrm{TAA}^{+} / \mathrm{TAA}\right)\right)$ increase in the order veratrylamine < anisylamine < tolylamine; (iii) AQ/ $\mathrm{AQ}^{-}$redox potentials $\left(E^{0}\left(\mathrm{AQ} / \mathrm{AQ}^{-}\right)\right)$are similar in all nine triads; (iv) within a given triad series and in a given solvent, $\Delta G_{\mathrm{ET}}^{0}$ values are relatively constant. For the most part, these trends are compatible with expectation. Quinone reductions commonly occur more readily in protic solvent due to hydrogen bonding or protonation, ${ }^{19}$ and the AQ units are far away from the TAA donors hence chemical modification of the latter should not affect AQ reduction. The observed order of $\mathrm{TAA}^{+} /$TAA redox potentials correlates well with the donor strength of substituents, ${ }^{20}$ although we had anticipated a somewhat greater difference between veratrylamines and anisylamines.

Table 1 lists only the reaction free energies for charge recombination between $\mathrm{AQ}^{-}$and $\mathrm{TAA}^{+}\left(\Delta G_{\mathrm{CR}}^{0}\right)$, but not the reaction free energies for formation of the $\mathrm{AQ}^{-} / \mathrm{TAA}^{+}$radical ion pair out of the initially excited ${ }^{3} \mathrm{MLCT}$ state. The $\mathrm{AQ}^{-} /$ $\mathrm{TAA}^{+}$radical ion pair forms in a sequence of two individual electron transfer steps. In $1: 1(\mathrm{v}: \mathrm{v}) \mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$, oxidative quenching of ${ }^{3} \mathrm{MLCT}$-excited $\mathrm{Ru}(\text { bpy })_{3}{ }^{2+}$ by $\mathrm{AQ}\left(\Delta G_{\mathrm{ET}}^{0} \approx\right.$ -0.4 eV in all nine cases) is followed by electron transfer from TAA to $\mathrm{Ru}(\mathrm{bpy}))_{3}{ }^{3+}\left(\Delta G_{\mathrm{ET}}^{0}\right.$ varies between -0.2 and -0.5 eV ; see Figure S3a). The inverse reaction sequence is less likely because electron transfer from TAA to ${ }^{3}$ MLCT-excited $\mathrm{Ru}(\text { bpy })_{3}{ }^{2+}$ is energetically much less favorable under these conditions ( $\Delta G_{\mathrm{ET}}^{0}$ ranges from 0.0 to +0.2 eV ). A generic energy level scheme is shown in Figure S3a. In neat $\mathrm{CH}_{3} \mathrm{CN}$, the reaction free energy for reductive ${ }^{3} \mathrm{MLCT}$ quenching by TAA varies between 0.0 and -0.3 eV among the nine triads, whereas for oxidative quenching by $\mathrm{AQ} \Delta G_{\mathrm{ET}}^{0} \approx+0.1 \mathrm{eV}$ for all nine triads (Figure S3b). Thus, the driving forces for the individual photoinduced charge-separation steps become quite small in neat $\mathrm{CH}_{3} \mathrm{CN}$, and the quantum yields for formation of the $\mathrm{AQ}^{-} / \mathrm{TAA}^{+}$radical ion pair are comparatively low. In more apolar solvents the respective driving forces are even lower, and for this reason our investigations focused exclusively on 1:1 (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ and on neat $\mathrm{CH}_{3} \mathrm{CN}$.

Transient Absorption Spectroscopy and Spectroelectrochemistry. The ruthenium(II) chromophore of the triads from Scheme 1 was excited selectively using laser pulses of 532
nm wavelength and $\sim 10 \mathrm{~ns}$ duration. Transient absorption spectra were time-averaged over 200 ns after the laser pulses, unless otherwise noted. Most of the spectra in Figure 3 were recorded immediately after pulsed excitation, except for those of IIIa, III, IIIb, and IIIc in which the formation of $\mathrm{AQ}^{-} /$ $\mathrm{TAA}^{+}$radical ion pairs is comparatively slow; hence, these spectra were measured with time delays as noted in the figure caption. The spectra in Figure 3 all exhibit three main bands:


Figure 3. Transient absorption spectra recorded by time integration over 200 ns after excitation at 532 nm with laser pulses of $\sim 10 \mathrm{~ns}$ duration: (a) triad series a; (b) triad series b; (c) triad series c. The color code is explained in the insets. Sample concentrations were 20 $\mu \mathrm{M}$ in $1: 1(\mathrm{v}: \mathrm{v}) \mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ at $20^{\circ} \mathrm{C}$ in all cases. Spectra for IIIa, IIb, IIIb, and IIIc were recorded with time delays of $3 \mu \mathrm{~s}, 60 \mathrm{~ns}, 10 \mu \mathrm{~s}$, and $2 \mu \mathrm{~s}$, respectively. All other spectra were recorded immediately after pulsed excitation. The dashed arrow marks the same $\mathrm{TAA}^{+}$ absorption band for different triarylamines.


Figure 4. Spectroelectrochemical UV-vis difference spectra recorded for IIa, IIb, and IIc after different time intervals following application of suitable potentials for reduction of AQ to $\mathrm{AQ}^{-}$(right) and oxidation of TAA to TAA ${ }^{+}$(left). Sample concentrations were 0.1 mM in $1: 1$ ( $\mathrm{v}: \mathrm{v}$ ) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ at $20^{\circ} \mathrm{C}$ in all cases. The reductive potential was -0.9 V vs SCE in all cases; TAA oxidation occurred with potentials of 0.8 (IIa), 1.0 (IIb), and 0.75 V vs SCE (IIc). Analogous spectroelectrochemical data sets for all other compounds are in the Supporting Information.
one at 370 nm , a second one at 510 nm , and a third band at 770,700 , or 950 nm , depending on which TAA unit is present. Comparison with the spectroelectrochemical data from Figure 4 shows that the three main bands are consistent with the formation of $\mathrm{AQ}^{-} / \mathrm{TAA}^{+}$radical ion pairs. ${ }^{21}$ Figure 4 shows only data for one member out of each triad series; complete spectroelectrochemical data sets are in the Supporting Information (Figures S4-S6).

In the transient absorption spectrum of IIb an additional band at 412 nm appears (blue trace in Figure 3b). This band is attributed to the ${ }^{3} \mathrm{MLCT}$ excited-state of the ruthenium(II) chromophore, see below.

When recording transient absorption without time delay for IIIa, IIIb, and IIIc, one obtains the spectra shown in Figure 5. The transient absorption spectrum obtained for compound ref (black trace in Figure 5, chemical structure shown in Scheme 1)


Figure 5. Transient absorption spectra recorded by time integration over 200 ns after excitation at 532 nm with laser pulses of $\sim 10 \mathrm{~ns}$ duration. All spectra were measured without time delay. Sample concentrations were $20 \mu \mathrm{M}$ in 1:1 (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ at $20^{\circ} \mathrm{C}$ in all cases.
is practically identical to the triad spectra in Figure 5. The transient absorptions of ref at 410 and 560 nm decay with a lifetime of 1400 ns in $1: 1(\mathrm{v}: \mathrm{v}) \mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ at $20^{\circ} \mathrm{C}$, which is the same as that for the ${ }^{3} \mathrm{MLCT}$ luminescence of ref at 620 nm (Figure S7). Consequently, the spectra in Figure 5 are attributed to the initially excited ${ }^{3} \mathrm{MLCT}$ excited states. The respective spectra are significantly different from the ${ }^{3} \mathrm{MLCT}$ spectrum of $\mathrm{Ru}($ bpy $) 3^{2+}$ (orange trace in Figure 5). Evidently, the $p$-xylene spacers which are attached to the bpy ligand of the triads alter the electronic structure of the photosensitizer units to a non-negligible extent. It seems plausible that there is substantial $\pi$-conjugation between bpy and its adjacent $p$ xylenes.

Electron Transfer Kinetics and Activation Free Energies. Charge recombination between $\mathrm{AQ}^{-}$and $\mathrm{TAA}^{+}$ can be followed by monitoring the temporal evolution of the transient absorption signals at the three maxima observed for each triad in Figure 3. The results from such experiments for all nine triads are shown in Figure 6. The key observations are as follows: (i) For a given triad, essentially identical decay times are extracted from measurements at all three detection wavelengths, indicating that $\mathrm{AQ}^{-}$and $\mathrm{TAA}^{+}$indeed disappear in one reaction step. (ii) Within one compound series, the decay is always fastest for the triad with $n=2$ (red traces). (iii) The decays for the triads with $n=3$ are either biexponential (a-c, e, g-i) or exhibit a rise-and-decay behavior ( $d, f$ ) on the time scales shown in Figure 6 (green traces).

Rate constants for intramolecular electron transfer from $\mathrm{AQ}^{-}$ to $\mathrm{TAA}^{+}$in the triads with $n=1$ and $n=2$ were determined from single-exponential fits to the decay data in Figure 6, and the results are summarized in Table 2 . The biexponential decays (or rise-and-decay curves) for the triads with $n=3$ result from comparatively slow formation of the $\mathrm{AQ}^{-} / \mathrm{TAA}^{+}$radical ion pairs. The rapid decay (or rise) times observed in the green traces of Figure 6 are caused by disappearance of the initially excited ${ }^{3}$ MLCT state, as proven unambiguously by the transient absorption spectra shown in Figure 5. In most cases (a-c, e, gi), the absorbance of this ${ }^{3} \mathrm{MLCT}$ state at the relevant detection


Figure 6. Decays of the transient absorption signals at three different detection wavelengths $(\lambda)$ for all nine triads. Uppermost horizontal line: triad series a, $\lambda=370 \mathrm{~nm}(\mathrm{a}), \lambda=510 \mathrm{~nm}(\mathrm{~b}), \lambda=770 \mathrm{~nm}(\mathrm{c})$. Middle horizontal line: triad series $\mathrm{b}, \lambda=370 \mathrm{~nm}(\mathrm{~d}), \lambda=510 \mathrm{~nm}(\mathrm{e}), \lambda=700 \mathrm{~nm}(\mathrm{f})$. Bottom horizontal line: triad series c, $\lambda=370 \mathrm{~nm}$ (a), $\lambda=510 \mathrm{~nm}(\mathrm{~b}), \lambda=950 \mathrm{~nm}$ (c). The color code is explained in the insets. Sample concentrations were $20 \mu \mathrm{M}$ in $1: 1$ (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ at $20^{\circ} \mathrm{C}$; excitation occurred at 532 nm with pulses of $\sim 10 \mathrm{~ns}$ duration in all cases. See text for explanation of the fast decay components detected for IIIa, IIIb, and IIIc.

Table 2. Rate Constants $\left(k_{\mathrm{ET}}\right)$ for Thermal Electron Transfer from $\mathrm{AQ}^{-}$to $\mathrm{TAA}^{+}$in the Three Compound Series in 1:1 (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ at $20{ }^{\circ} \mathrm{C}$; Activation Free Energies $\left(\Delta \mathrm{G}_{\mathrm{ET}}{ }^{\frac{\beta}{j}}\right)$ Determined from Temperature-Dependence Studies

| series | I |  | II |  | III |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $k_{\text {ET }}\left[\mathrm{s}^{-1}\right]$ | $\Delta G_{\text {ET }}{ }^{\frac{\ddagger}{*}}[\mathrm{meV}]$ | $k_{\text {ET }}\left[\mathrm{s}^{-1}\right]$ | $\Delta G_{\text {ET }}{ }^{\frac{}{2}}$ [meV] | $k_{\text {ET }}\left[\mathrm{s}^{-1}\right]$ | $\Delta G_{\text {ET }}{ }^{\ddagger}[\mathrm{meV}]$ |
| a | $(3.58 \pm 0.36) \times 10^{5}$ | $43 \pm 2$ | $(2.87 \pm 0.29) \times 10^{6}$ | $-2 \pm 1$ | $(1.53 \pm 0.15) \times 10^{4}$ | $108 \pm 9$ |
| b | $(6.90 \pm 0.69) \times 10^{5}$ | $26 \pm 3$ | $(7.41 \pm 0.74) \times 10^{6}$ | $-2 \pm 8$ | $(2.43 \pm 0.24) \times 10^{4}$ | $46 \pm 5$ |
| c | $(3.13 \pm 0.31) \times 10^{5}$ | $41 \pm 1$ | $(2.00 \pm 0.20) \times 10^{6}$ | $-1 \pm 1$ | $(1.34 \pm 0.13) \times 10^{4}$ | $126 \pm 11$ |

wavelengths is higher than that of the $\mathrm{AQ}^{-} / \mathrm{TAA}^{+}$radical ion pair state, leading to biexponential decays rather than the more intuitively expected rise-and-decay behavior. The slower decay components in the green traces of Figure 6 therefore correspond to the process of interest.

When monitoring transient absorption decays on an even longer time scale for the triads with $n=3$, additional decay components can be discerned. As discussed in our prior communication, ${ }^{7}$ these slow processes are attributable to bimolecular electron transfer reactions, and they are not considered further here. For a detailed discussion we refer to our prior communication. ${ }^{7}$

The key finding from the kinetic studies is that $k_{\mathrm{ET}}$ increases by factors of $6-10$ between the triads with $n=1$ and their congeners with $n=2$, irrespective of which TAA unit is considered. Between the triads with $n=2$ and $n=3, k_{\mathrm{ET}}$ decreases by factors of $149-332$. These results are displayed graphically in Figure 7. As noted in the Introduction, an exponential decrease of $k_{\mathrm{ET}}$ with increasing distance is usually observed in the electronic tunneling regime. ${ }^{5}$ When hopping mechanisms become operative, the distance dependence can become significantly shallower, but the common observation is


Figure 7. Distance dependence of $k_{\mathrm{ET}}$ in the three triad series.
a decrease of $k_{\mathrm{ET}}$ with increasing $r_{\mathrm{DA}} \cdot{ }^{1 \mathrm{k}, \mathrm{n}, \mathrm{o}, 2,3}$ In this regard the results presented in Figure 7 are highly unusual.

Temperature-dependent measurements of $k_{\mathrm{ET}}$ were performed in order to estimate activation free energies $\left(\Delta G_{\mathrm{ET}}{ }^{\ddagger}\right)$ for electron transfer from $\mathrm{AQ}^{-}$to $\mathrm{TAA}^{+}$in all nine triads. Arrhenius plots based on measurements between 5 and $65^{\circ} \mathrm{C}$ are shown in the Supporting Information (Figure S8); the activation free energies extracted from fits to these plots are summarized in Table 2 (entropy effects were neglected in
analogy to related studies)..$^{3 e, 22}$ We find that in the triads with $n$ $=2$ electron transfer occurs essentially barrierless, whereas for the shorter and longer triads significant activation free energies are required. Thus, the nuclear factor of the semiclassical Marcus equation (last term of eq 1 ) is particularly favorable for electron transfer in IIa, IIb, and IIc.

Reorganization Energies. Activation free energies and reorganization energies are related to one another by eq $2,{ }^{10 a}$ and consequently $\lambda$ can be estimated based on the $\Delta G_{\mathrm{ET}}{ }^{\ddagger}$ values from Table 2.

$$
\begin{equation*}
\Delta G_{\mathrm{ET}}^{\ddagger}=\frac{\left(\lambda+\Delta G_{\mathrm{ET}}^{0}\right)^{2}}{4 \lambda} \tag{2}
\end{equation*}
$$

For the triads with $n=2, \lambda$ must be essentially equal to $-\Delta G_{\mathrm{ET}}^{0}$ because the reaction occurs barrierless in these cases. For the triads with $n=1$ and $n=3$, the quadratic relationship in eq 2 yields two mathematical solutions for $\lambda$, but in each case only one solution is physically meaningful because $\lambda$ is expected to increase with increasing $r_{\mathrm{DA}} .{ }^{8,12,13}$ The resulting reorganization energies are summarized in Table 3; they range from values around 1 eV for the shortest triads to values above 2 eV for the longest triads.

Table 3. Reorganization Energies for Thermal Electron Transfer from $\mathrm{AQ}^{-}$to $\mathrm{TAA}^{+}$in the Three Triad Series in 1:1 (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$

|  | $\lambda[\mathrm{eV}]$ |  |  |
| :---: | :---: | :---: | :---: |
| compd series | I | II | III |
| a | $0.93 \pm 0.35$ | $1.29 \pm 0.05$ | $2.21 \pm 0.28$ |
| b | $1.16 \pm 0.38$ | $1.46 \pm 0.05$ | $2.01 \pm 0.29$ |
| c | $0.91 \pm 0.35$ | $1.26 \pm 0.05$ | $2.31 \pm 0.23$ |

According to Marcus theory, there is both an inner- and outer-sphere contribution to $\lambda$. Prior work has demonstrated that the inner-sphere contribution $\left(\lambda_{\mathrm{i}}\right)$ in organic compounds can be substantial, ${ }^{23}$ but in principle $\lambda_{\mathrm{i}}$ is expected to be distance-independent. ${ }^{6}$ Simple electrostatic two-sphere (or twoellipsoid) models which treat the solvent as a dielectric continuum are frequently used to describe the distance dependence of the outer-sphere contribution $\left.\left(\lambda_{\mathrm{o}}\right)\right)^{8,13}$ It has been noted earlier that these models tend to underestimate the increase of $\lambda_{\mathrm{o}}$ with $r_{\mathrm{DA}}{ }^{12}$ and this is also the case for the triads considered here. This is not unexpected because the electrostatic models do not take hydrogen bonding into account, but hydrogen bonding between solvent and $\mathrm{AQ}^{-}$is evident from transient absorption spectroscopy. In neat $\mathrm{CH}_{3} \mathrm{CN}$ an $\mathrm{AQ}^{-}$related band is detected at 565 nm (Figure S9), whereas in 1:1 (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ this band shifts to 510 nm (Figure 3) as a direct consequence of hydrogen bonding. ${ }^{24}$ On the basis of prior electrochemical studies and on calculations for benzoquinone radical anion, we expect $4-5$ $\mathrm{H}_{2} \mathrm{O}$ molecules to be involved in hydrogen bonding to $\mathrm{AQ}^{-} .^{19,25}$ As the distance between $\mathrm{AQ}^{-}$and cationic charges $\left(\mathrm{Ru}(\mathrm{bpy}){ }_{3}{ }^{2+}, \mathrm{TAA}^{+}\right)$gets longer, an increasingly isolated negative charge on $\mathrm{AQ}^{-}$results, making hydrogen bonding stronger with increasing $r_{\mathrm{DA}}$. The net results are large reorganization energies for IIIa, IIIb, and IIIc, but the values in Table 3 are not exceptionally high. For comparison, a prior study reported on reorganization energies around 2 eV for proton-coupled electron transfer (PCET), ${ }^{22}$ and our reaction
can be considered a variant of PCET in that several H -bonds are broken upon oxidation of $\mathrm{AQ}^{-26}$
In our prior communication we found that the reorganization energies for triads Ia-IIIa in neat $\mathrm{CH}_{3} \mathrm{CN}$ are in good agreement with predictions made by the above-mentioned electrostatic models. ${ }^{7}$ For instance, for triad IIIa we found $\lambda=$ 1.62 eV by experiment while the simple two-sphere model predicted 1.69 eV . For $\mathbf{I b} \mathbf{- I I I b}$ analogous investigations in neat $\mathrm{CH}_{3} \mathrm{CN}$ turned out to be impossible because formation of the $\mathrm{AQ}^{-} / \mathrm{TAA}^{+}$radical ion pair is not competitive with other excited-state deactivation pathways due to low driving force (see above). For this reason, the current studies were restricted to $1: 1(\mathrm{v}: \mathrm{v}) \mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$.

The reorganization energies for the anisylamine- (series a) and veratrylamine-equipped triads (series c) in $1: 1$ (v:v) $\mathrm{CH}_{3} \mathrm{CN} / \mathrm{H}_{2} \mathrm{O}$ are lower than for the tolylamine-equipped triads (series $\mathbf{b}$ ), at least for the compounds with $n=1$ (Ia, Ic vs Ib) and $n=2$ (IIa, IIc vs IIb) (Table 3). Possibly, this is due to the less polar nature of the tolylamine, leading to weaker solvent orientation toward the TAA unit prior to photoinduced electron transfer. When combined with strong solvent reorientation in the course of charge separation, thermal charge recombination can then be associated with a higher reorganization energy.

Electronic Coupling. With estimates for $\Delta G_{\mathrm{ET}}^{0}$ and $\lambda$ at hand, the only remaining unknown in eq 1 is the electronic coupling matrix element $H_{\mathrm{DA}}$. Linear regression fits to plots of $\ln \left(k_{\mathrm{ET}} T^{1 / 2}\right)$ versus $T^{-1}$ (Figure S10) were used to determine $H_{\mathrm{DA}}$ for all nine triads; ${ }^{3 e}$ the results are summarized in Table 4.

Table 4. Electronic Coupling between $\mathrm{AQ}^{-}$Donor and TAA ${ }^{+}$ Acceptor in the Three Triad Series

|  | $H_{\mathrm{DA}}\left[\mathrm{cm}^{-1}\right]$ |  |  |
| :---: | :---: | :---: | :---: |
| compd series | I | II | III |
| a | $0.11 \pm 0.02$ | $0.14 \pm 0.02$ | $0.10 \pm 0.03$ |
| b | $0.12 \pm 0.02$ | $0.18 \pm 0.06$ | $0.10 \pm 0.02$ |
| c | $0.10 \pm 0.02$ | $0.13 \pm 0.03$ | $0.11 \pm 0.02$ |

In all three triad series we find remarkably weak distance dependences for $H_{D A}$, which is unexpected in light of prior distance dependence studies of $k_{\mathrm{ET}}$ in oligo- $p$-xylenes and oligo-$p$-phenylenes that have produced distance decay constants between 0.4 and $0.8 \AA^{-1} .38,5 b, 16 a, 17 c, 27$ However, the earlier $p$ xylene studies focused mostly on weakly exergonic chargeseparation or charge-shift reactions, ${ }^{17,27}$ whereas here more strongly exergonic charge-recombination processes are considered. It has been noted earlier that these two types of processes can exhibit significantly different distance dependences of $H_{D A}$ because fundamentally different superexchange pathways can be involved. ${ }^{5 b, c, 28}$ Two prior studies have produced evidence for substantially different distance dependences of $k_{\mathrm{ET}}$ for photoinduced charge-separation and thermal charge-recombination events. ${ }^{14,28 a}$ Moreover, the charge-recombination pathway in our triads involves a $\mathrm{Ru}(\mathrm{bpy})_{3}{ }^{2+}$ unit which can be expected to perturb the electronic structure of the oligo- $p$ xylene "wire" substantially. We suspect that there is significant $\pi$-conjugation between the central bpy ligand and its adjacent $p$-xylene units and that the extent of $\pi$-conjugation increases with increasing chain length. This could explain the weak distance dependence of $H_{\mathrm{DA}}$ in our triads. This interpretation is supported by the transient absorption data in Figure 5 which demonstrate that the electronic structure of the photosensitizer


Figure 8. Harmonic potential energy wells for reactant (blue) and product (red) states of charge recombination between $\mathrm{AQ}^{-}$and $\mathrm{TAA}^{+}$in triads Ia (left), IIa (middle), and IIIa (right). The lower half shows zooms of the key regions from the upper half.
unit in IIIa, IIIb, and IIIc is significantly different from that of isolated $\mathrm{Ru}(\mathrm{bpy}){ }_{3}{ }^{2+}$ (green traces versus orange trace).

Interplay of $\lambda$ and $H_{D A}$. The observation of electron transfer rate maxima at intermediate distances (Figure 7) can be understood on the basis of the combination of weak distance dependences of $H_{\mathrm{DA}}$ and strong distance dependences of $\lambda$. In a simple harmonic potential well model, as $\lambda$ increases with increasing $r_{\mathrm{DA}}$, each of our triad series passes from the inverted (Ia, Ib, Ic) to barrierless (IIa, IIb, IIc) and normal regimes (IIIa, IIIb, IIIc) of electron transfer. Figure 8 illustrates this aspect for the anisylamine series; analogous plots for the tolylamine and veratrylamine series are shown in the Supporting Information (Figures S10 and S11). Such changeovers between different regimes are usually attained through driving-force variation, ${ }^{10}$ but here $\Delta G_{\mathrm{ET}}^{0}$ is nearly constant for a given triad series.

The observation of increasing electron transfer rates with increasing donor-acceptor distance in rigid-rod-like compounds is very rare, ${ }^{3 \mathrm{~g}, 29}$ and we are unaware of prior studies which have reported clear-cut maxima in $k_{\mathrm{ET}}$ that can be explained by a changeover from inverted to barrierless to normal electron transfer as a function of donor-acceptor distance. Thus, it seems that our triads are the first examples to provide direct evidence for an effect that was predicted more than 30 years ago. ${ }^{6}$

The harmonic potential well model (Figure 8) and the assumption of strictly Gaussian free energy dependences for $k_{\mathrm{ET}}$ (Figure 1) are likely to represent rather crude approximations. Electron-vibration coupling can lead to increased rates in the inverted driving-force regime. ${ }^{3 e, 10 a, 30}$ If, for any reason, electron-vibration coupling would be substantially stronger in the triads with $n=2$ than in those with $n=1$, this could contribute to the experimentally observed increase of $k_{\mathrm{ET}}$ between $n=1$ and $n=2$, as discussed in more detail in our prior communication. ${ }^{7}$ However, the impact of electron-
vibration coupling on electron transfer rates is particularly important in the inverted driving-force regime, where it can have an accelerating effect. ${ }^{30}$ We note that in each of our three triad series charge-recombination occurs in the inverted regime only in the shortest member ( $\mathbf{I} \mathbf{a}, \mathbf{I b}, \mathbf{I c}$ ), while in the longer members it is either activationless (IIa, IIb, IIc) or in the normal regime (IIIa, IIIb, IIIc). Thus, if electron-vibration coupling effects are indeed important in our systems, they are likely to accelerate $k_{\mathrm{ET}}$ for the shortest members, thus making the rate increase between the systems with $n=1$ and $n=2$ less important than it would be in the absence of electron-vibration coupling.

At any rate, in the absence of any information on electronvibration coupling it seems reasonable to interpret the experimental observations in the simplest possible model, and this is the one used for Figures 1 and 8.

Interplay of $-\Delta G_{E T}^{0}$ and $\lambda$. The reaction free energy and the reorganization energy are mutually independent, but their ratio determines the position of the maxima in the Marcus parabola shown in Figure 1. Consequently, the exact distance dependence of $k_{\mathrm{ET}}$ should depend on the relative magnitudes of $-\Delta G_{\mathrm{ET}}^{0}$ and $\lambda$, in particular in the manner described in the following. ${ }^{6}$ When $-\Delta G_{\mathrm{ET}}^{0}<\lambda$ already at short distances, then $k_{\mathrm{ET}}$ simply decreases with increasing distance. Only when $-\Delta G_{\mathrm{ET}}^{0}>\lambda$ at short $r_{\mathrm{DA}}$ can rate maxima be expected at longer distances. In the simplistic model of Figure 1, the higher the ratio of $-\Delta G_{\mathrm{ET}}^{0}$ and $\lambda$ is the stronger the attainable rate increase with increasing $r_{\mathrm{DA}}$ can become. By changing the TAA moiety from anisylamine to tolylamine and veratrylamine, we aimed to vary $-\Delta G_{\mathrm{ET}}^{0} / \lambda$ in a systematic manner. A sizable change in $-\Delta G_{\mathrm{ET}}^{0}$ was indeed achieved between anisylamine and tolylamine (Table 1). However, the anticipated increase of reaction free energy turns out to be accompanied by an increase of $\lambda$ (at least between Ia and Ib as well as between IIa and IIb, Table 3) that we had not anticipated. The net results are then
similar $-\Delta G_{\mathrm{ET}}^{0} / \lambda$ ratios along the two triad series, as summarized in Table 5. For the veratrylamines, only small

Table 5. Ratios of (Negative) Reaction Free Energy and Reorganization Energy for Thermal Electron Transfer from $\mathrm{AQ}^{-}$to $\mathrm{TAA}^{+}$in the Three Triad Series in $1: 1(\mathrm{v}: \mathrm{v}) \mathrm{CH}_{3} \mathrm{CN} /$ $\mathrm{H}_{2} \mathrm{O}$

|  | $-\Delta G_{\mathrm{ET}}^{0} / \lambda$ |  |  |
| :---: | :---: | :---: | :---: |
| compd series | I | II | III |
| a | $1.4 \pm 0.5$ | $1.0 \pm 0.1$ | $0.6 \pm 0.1$ |
| b | $1.3 \pm 0.4$ | $1.0 \pm 0.1$ | $0.7 \pm 0.2$ |
| c | $1.4 \pm 0.5$ | $1.0 \pm 0.1$ | $0.5 \pm 0.1$ |

driving-force changes were effected with respect to the anisylamines, and consequently the $-\Delta G_{\mathrm{ET}}^{0} / \lambda$ ratios remain similar in this case as well. This explains why similar distance dependences for $k_{\mathrm{ET}}$ are observed in all three triad series (Figure 7).

Role of Spin. Photoexcitation of the triads into the ${ }^{1}$ MLCT absorption tail at 532 nm leads to population of a ${ }^{3}$ MLCT state after rapid intersystem crossing. ${ }^{31}$ Consequently, the initially formed $\mathrm{AQ}^{-} / \mathrm{TAA}^{+}$radical ion pair is likely to have triplet spin multiplicity as well. On the basis of recent studies of chemically related systems with iridium(III) photosensitizers, one can expect thermal equilibration between singlet and triplet radical ion pair states to be complete within $\sim 50 \mathrm{~ns} .{ }^{32}$ The rate for the radical ion pair intersystem crossing does not depend significantly on distance (Einstein-Rosen-Podolsky paradox). ${ }^{33}$ Consequently, we expect that charge recombination between $\mathrm{AQ}^{-}$and $\mathrm{TAA}^{+}$(to yield a singlet ground state) occurs from thermally equilibrated singlet and triplet states in all our triads.

Prior studies have demonstrated that the rate of intersystem crossing in radical ion pair states can be greatly amplified when an externally applied magnetic field ( $B_{\text {ext }}$ ) equals twice the spin-spin interaction $(J)$ between the two radicals. ${ }^{3 \mathrm{~g}, 16 a, 34}$ This has typically been the case when $B_{\text {ext }}$ was on the order of $\sim 100$ mT for molecules with donor-acceptor distances of about 20 Å. An intriguing question is whether earth's magnetic field (ca. $50 \mu \mathrm{~T}$ ) could coincidentally induce an enhancement of intersystem crossing in the triads with $n=2$. In principle, this could indeed account for the observed electron transfer rate maxima, but this is a rather exotic alternative explanation. As noted above, it seems likely that thermal equilibration between singlet and triplet radical ion pair states occurs prior to charge recombination in our systems anyway. As one reviewer pointed out, magnetic field effects would probably require specific orientation of the molecules.

## CONCLUSIONS

The experimental observation of rate maxima for thermal electron transfer from $\mathrm{AQ}^{-}$to $\mathrm{TAA}^{+}$units in all three triad series is compatible with a strong distance dependence of $\lambda$ combined with a weak distance dependence of $H_{D A}$, as predicted more than 30 years ago. ${ }^{6}$ In the simple model of Figure 8, the net result is a changeover from inverted to barrierless to normal electron transfer as a function of donoracceptor distance. Importantly, this occurs at essentially constant driving force. The increase of $\lambda$ with increasing $r_{\mathrm{DA}}$ is what causes the changeover, in clear contrast to prior drivingforce dependence studies at constant donor-acceptor distance. We have used the simplest possible model for explaining the
experimental observations, and there is no need to invoke electron-vibration coupling or spin effects to account for the experimental data, yet we realize that this does not rigorously rule out possible involvement of such effects. However, we also note that the simple model of Figure 8 represents the most intuitive approach to understanding the data in Figure 7. The fact that we have now observed this unusual distance dependence in three series of donor-bridge-acceptor molecules clearly indicates that this is not an isolated phenomenon. Yet, among essentially all prior distance dependence studies of electron transfer rates the results from Figure 7 are highly unusual.

The charge-recombination pathways in our compounds include a $\mathrm{Ru}(\mathrm{bpy}){ }_{3}{ }^{2+}$ unit which seems to perturb the electronic structure of the oligo- $p$-xylene "wire" substantially. There is evidence for significant $\pi$-conjugation between the central bpy ligand and its adjacent $p$-xylene units, and we suspect that this contributes to the weak distance dependence of $H_{\mathrm{DA}}$ in our triads. In combination with a strong increase of the reorganization energy with increasing donor-acceptor separation, observation of the unusual distance dependences of $k_{\mathrm{ET}}$ has become possible. One could of course argue that our results merely represent an academic oddity, but this is clearly not the case, as the following brief argument underscores.

For solar energy conversion, one is interested in fast and efficient photoinduced charge separation and slow, inefficient thermal charge recombination. Photoinduced charge separation usually occurs in the normal regime where $-\Delta G_{\mathrm{ET}}^{0}<\lambda$; hence, in bimolecular reactions this process takes place preferentially when donors (D) and acceptors (A) are in close contact with one another. This is because in the normal regime $k_{\mathrm{ET}}$ simply decreases with increasing donor-acceptor distance (Figure 1). For efficient light-to-chemical energy conversion, it is then desirable that oxidation $\left(\mathrm{D}^{+}\right)$and reduction products $\left(\mathrm{A}^{-}\right)$ diffuse away from each other without undergoing direct charge recombination. However, charge recombination frequently takes place in the inverted driving-force regime. Consequently, a changeover from inverted to barrierless and normal regimes is expected as the reorganization energy increases in the course of increasing distance between $\mathrm{D}^{+}$and $\mathrm{A}^{-}$. This means that $\mathrm{D}^{+}$ and $\mathrm{A}^{-}$must overcome a certain critical separation distance until the rate for the undesired charge-recombination reaction does indeed decrease with increasing $r_{\mathrm{DA}}$. An increase of $k_{\mathrm{ET}}$ with increasing $r_{\mathrm{DA}}$ in the course of diffusion immediately after charge separations can severely limit the overall efficiency of light-to-chemical energy conversion.
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